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Guide for System Center Monitoring Pack for Microsoft Lync Server 2013
This guide was written based on version 5.0.8308.0 of the Monitoring Pack for Microsoft® Lync™ Server 2013 communications software.

Guide History

	Release Date
	Changes

	10/1/2012
	Original release of this guide


Supported Configurations

System Center Operations Manager Root Management Server and Agent Support
· System Center Operations Manager 2007 R2 (64-bit)
· Microsoft SQL Server® 2008 R2 database software
· System Center Operations Manager 2012 (64-bit)
· Microsoft SQL Server 2008 R2
The following table shows the supported configurations for the Monitoring Pack for Lync Server 2013:
	Configuration
	Support

	Windows Server® 2008 R2 and Windows Server 2012 operating system
	Yes. Both on Lync Server and synthetic transaction watcher nodes.

	Clustered servers
	Not supported.

	Agentless monitoring
	Not supported.

	Virtual environment
	Yes.

	Domain-joined server roles
	All internal Lync Server 2013 server roles must be domain-joined.

	Stand-alone server roles
	Lync Server 2013 Edge Servers are not required to be domain-joined.  

	Topology limitations
	All server roles in a deployment must be monitored from the same Operations Manager Management Group.

	Synthetic transactions  watcher node
	Monitoring scenario availability with a synthetic transactions watcher node is supported (additional configuration required). Watcher nodes are not required to be domain-joined.


The following table shows the capacity and operating system requirements for a synthetic transaction watcher node:
	Hardware component
	Minimum requirement

	CPU
	One of the following:
·       64-bit processor, quad-core, 2.33 GHz or higher
·       64-bit 2-way processor, dual-core, 2.33 GHz or higher

	Memory
	8 GB 

	Network
	1 network adapter 1 Gbps

	operating system
	Windows Server 2008 R2 or 
Windows Server 2012


Prerequisites

To run a synthetic transaction watcher node, you must first install the following:


System Center Operations Manager Agent 

· Microsoft .NET Framework 4.5

· Lync Server core installation files (OcsCore.msi) and Unified Communications Managed API (UCMA) (versions must match the Lync WatcherNode.msi version)
Files in this Monitoring Pack

The Monitoring Pack for Lync Server 2013 includes the following files: 

· Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp
· Microsoft.LS.2013.Monitoring.ComponentAndUser.mp
· WatcherNode.msi
Introduction to the Microsoft Lync Server 2013 Management Packs
In an ideal world, you’d never encounter issues with Microsoft Lync Server 2013. However, Lync Server can be affected by external factors—for example, network crashes and hardware failures. By using Lync Server 2013 Management Packs, you can identify and address potential issues proactively. In this way, the Lync Server 2013 Management Packs extend the capabilities of System Center Operations Manager.
What’s New
The following features are new to Lync Server 2013 Management Packs.

· Scenario availability from any location. The Lync Server 2010 Management Pack introduced the concept of monitoring user scenario availability with synthetic transactions—Windows® PowerShell® command-line interface cmdlets that verify that key Lync Server components are working as expected. In Lync Server 2013, synthetic transactions are even more useful. You can run them from a variety of locations inside the enterprise, from remote locations outside the enterprise, against branch office appliances, and against Lync 2010 deployments to add coverage to legacy Edge deployments.
· Synthetic transaction logs. When a synthetic transaction fails, you have access to HTML logs to help determine the exact nature of the failure. This includes understanding which action failed, the latency of each action, the command line used to run the test, and the specific error that occurred.
· Increased call reliability coverage. The Lync Server 2010 Management Pack introduced call reliability alerts to detect severe connectivity issues affecting the audio quality of users’ calls. The Lync Server 2013 Management Packs add reliability alerts for peer-to-peer instant messaging (IM) and other conferencing features, to maximize coverage while reducing noise.

· Dependency monitoring. Lync Server scenarios can fail due to a variety of external factors, such as Internet Information Services (IIS) being offline, limited CPU and memory resources, and disk issues. The new management packs monitor critical dependencies to keep you aware of these impacts. 

· Enhanced reporting. A set of reports, including rich logging, to help you estimate scenario availability, plan for capacity, and see which components experience the most issues.
Monitoring Scenarios

The Lync Server 2013 Management Pack leverages a variety of features to help you detect and diagnose issues. These features provide real-time visibility into the health of a Lync Server 2013 environment.
	Monitoring scenario
	Description

	Synthetic transactions
	Windows PowerShell cmdlets, run from various geographic locations, to test and help ensure high availability of scenarios such as sign in, presence, IM, and conferencing for users.

	Call reliability alerts
	Database queries of Call Detail Records (CDRs) written by Lync Servers to reflect whether users are able to connect to a call or why a call is terminated. These queries produce alerts that indicate when a high number of users experience connectivity issues for peer-to-peer calls or basic conferencing functionality.

	Media quality alerts
	Database queries that look at Quality of Experience (QoE) reports published by Lync clients at the end of each call. These queries produce alerts that pinpoint scenarios where users are most likely to experience compromised media quality during calls and conferences. The data is built on key metrics, such as packet latency and loss, which directly contribute to the quality of user experience.

	Component health alerts
	Individual server components raise alerts via event logs and performance counters to indicate failure conditions that may significantly affect user scenarios. These alerts  indicate a variety of conditions, such as services not running, high failure rates, high message latency, or connectivity issues.

	Dependency health monitoring
	Lync Server can fail for a variety of external reasons. The Management Pack now monitors and collects data for critical external dependencies that can indicate severe issues. These dependencies include Internet Information Services (IIS) availability, CPU and memory usage of Lync Servers and processes, and disk metrics.


Alert Prioritization

Alerts are classified into the following categories:

High Priority alerts: 
These alerts indicate conditions that cause service outages for large groups of users and require immediate action. Outages detected by synthetic transactions and offline services (such as Lync Server Audio/Video Conferencing) qualify as High Priority alerts. In contrast, a component failure on a single machine is not a High Priority alert. Lync Server 2013 has built-in high-availability features for these situations—for example, multiple Front End Servers behind load balancers.
Medium Priority alerts: 
These alerts indicate conditions that affect a subset of users or indicate issues in call quality—for example, component failures, latency in call establishment, or lower audio quality in calls. Alerts in this category are stateful (that is, the nature of the alert changes based on the state of the network connection.) For example, if call establishment times indicate latency but then return to a normal threshold, this Medium Priority alert would be auto-resolved in Microsoft System Center Operations Manager and administrators would not need to take action. Alerts that cannot be auto-resolved are typically addressed by administrators on the same business day.

Other alerts:  
These alerts are generated from components that might affect a specific user or subset of users. For example, a typical alert would be that the Address Book service could not parse the Active Directory® Domain Services (AD DS) entry for user: testuser@contoso.com. Administrators can address these alerts whenever they have time available.

Synthetic Transactions

Microsoft Lync Server 2013 Management Packs provide increased coverage for alerts through synthetic transactions. Synthetic transactions are Windows PowerShell cmdlets integrated into the Operations Manager management pack to test end-to-end user scenarios. When you designate a server to execute synthetic transactions, these cmdlets are triggered periodically by the management pack. Failures resulting from a synthetic transaction generate a stateful alert. Here are supported synthetic transactions for Lync Server 2013:

	Supported Synthetic Transactions for Registration, Presence, and Contacts

	1
	Registration (user login)
	Available in Lync Server 2010 and Lync Server 2013

	2
	Address Book Service (file download)
	Available in Lync Server 2010 and Lync Server 2013

	3
	Address Book Web Query
	Available in Lync Server 2010 and Lync Server 2013

	4
	Presence
	Available in Lync Server 2010 and Lync Server 2013

	5
	Unified Contact Store
	New in Lync Server 2013

	Supported Synthetic Transactions for Peer-to-Peer Services

	6
	Peer-to-Peer Instant Messaging
	Available in Lync Server 2010 and Lync Server 2013

	7
	Peer-to-Peer Audio Video
	Available in Lync Server 2010 and Lync Server 2013

	8
	MCX Peer-to-Peer Instant Message (mobile)
	Available in the September 2011 release of Lync Server 2010 and Lync Server 2013

	Supported Synthetic Transactions for Conferencing and Persistent Chat

	9
	Audio Video Conferencing
	Available in Lync Server 2010 and Lync Server 2013

	10
	Data Conferencing
	New in Lync Server 2013

	11
	Instant Message Conferencing
	Available in Lync Server 2010 and Lync Server 2013

	12
	Persistent Chat
	New in Lync Server 2013

	13
	Join Launcher (scheduled meetings)
	New in Lync Server 2013

	Supported Synthetic Transactions for Network and Partner Dependencies

	14
	AV Edge Connectivity
	New in Lync Server 2013

	15
	Exchange Unified Message Connectivity (voicemail)
	New in Lync Server 2013

	16
	PSTN Peer-to-Peer Call
	Available in Lync Server 2010 and Lync Server 2013

	17
	XMPP Instant Messaging (federation)
	New in Lync Server 2013


How Health Rolls Up

The following diagram shows the health states of objects the Lync Server monitoring pack.

	Management Pack Object
	Description

	Lync Server Deployment
	Represents the deployment of Lync Server 2013 in the organization.

	Lync Server Site
	Represents different geographical locations where services are deployed.

	Lync Server Pool
	A Pool (within a Site) that provides communications services, such as instant messaging and conferencing, to users. Applicable to Front End pools, Edge pools, and Director pools, even if there is only a single machine in a given pool.

	Lync Server Server Role
	A server role that hosts Lync Server Service.

	Lync Server Service
	Represents a functionality deployed on a specific machine (for example, user service on fp01.contoso.com).

	Lync Server Component
	A component of the Service (for example, the Address Book Download component is a part of the Web Service).

	Lync Server Pool Watcher
	An instance of synthetic transactions that are running against one pool.

	Lync Server Registrar Watcher
	An instance of synthetic transactions that run against one Registrar pool.

	Lync Server User Services Pool Watcher
	An instance of synthetic transactions that run against one User Services pool.

	Lync Server Voice Pool Watcher
	An instance of synthetic transactions that run against one Voice pool.

	Lync Server Port Watcher
	An instance of Port checks running against one pool.

	Simple URL Watcher
	Performs HTTPS probing of the configured simple URLs in a deployment.


Health Rollup Diagram
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A Lync Server pool can contain multiple individual Lync Server systems (with more than one Lync Server server role, Lync Server service, and Lync Server component). Therefore, the failure of an individual server or component is less critical to the overall health of the Lync Server pool, because other servers in the same pool can provide the application service to the client. The health will roll up on a percentage level to the Lync Server pool.
The Lync Server Pool Watcher performs synthetic transactions against a Lync Server pool. Consecutive failure of one or more synthetic transactions (a process known as the consecutive polling interval) will roll up the critical health state to the pool level (worst of any synthetic transaction), as shown in the following diagram. 

Note: The Lync Server Port Watcher and global Simple URL Watcher do not roll up the health state.
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Configuring the Monitoring Pack for Lync Server 2013
Configuring Lync Server to Work With System Center Operations Manager

To configure your Microsoft Lync Server 2013 infrastructure to work with System Center Operations Manager, you must do three things:

· Identify and configure your primary System Center Operations Manager management server. To do this, you must install System Center Operations Manager 2007 R2 or System Center Operations Manager 2012, in addition to setting up a back-end database using Microsoft SQL Server 2008 R2.

· Identify and configure the Lync Server computers that you want to monitor. To monitor a Lync Server computer by using System Center Operations Manager, you must install the System Center Operations Manager agent files, and configure each server to act as a proxy.

· Identify and configure the computers that you want to act as Lync Server watcher nodes. Watcher nodes are computers that periodically run Lync Server synthetic transactions—Windows PowerShell cmdlets that verify that key Lync Server components, such as the ability to log on to the system or the ability to exchange instant messages, are working as expected.

Instructions for carrying out each of these tasks are provided in the following sections of this document.
Configuring the Primary Management Server

To take full advantage of the new health monitoring capabilities included in Microsoft Lync Server 2013, you must first designate a computer to act as your primary management server. You must then install System Center Operations Manager 2007 R2 or System Center Operations Manager 2012 on that computer. In addition, you must install a supported version of Microsoft SQL Server to function as your Operations Manager back-end database. If you are using System Center Operation Manager 2012, you can use either of the following versions of SQL Server as your back-end database:

· SQL Server SQL 2008 R2 Service Pack 1

· SQL Server 2008 R2 Service Pack 2

If you are using System Center 2007 R2, we recommend that you install either SQL Server 2005 Service Pack 4 or SQL Server 2008 Service Pack 3. You can also use SQL Server 2008 R2 as the back-end database for System Center Operations Manager 2007 R2.  

When you install System Center Operations Manager (either the 2007 R2 or the 2012 version), you will need to install all the components of that product, including:

· Operational database

· Server

· Console

· Windows PowerShell cmdlets

· Web console

· Reporting

· Data warehouse

For details about these products and their installation, see the following links:

	System Center Operations Manager 2007 R2
	http://go.microsoft.com/fwlink/p/?linkid=257526

	System Center Operations Manager 2012
	http://go.microsoft.com/fwlink/p/?linkid=257527

	SQL Server 2008 R2
	http://technet.microsoft.com/en-us/library/bb418471(v=sql.10).aspx

	SQL Server 2012
	http://go.microsoft.com/fwlink/?LinkId=257528


Keep in mind that you can have only one Root Management Server per Lync Server deployment. Also, although you can use either System Center Operations Manager 2012 or System Center Operations Manager 2007 R2, you can’t run the two applications simultaneously. You must choose one or the other. For example, if you are running System Center Operations Manager 2012, all your System Center agents must also be running System Center Operations Manager 2012. You cannot have some agents running System Center Operations Manager 2012 and other agents running System Center Operations Manager 2007 R2.
Coexistence with Lync Server 2010 Management Packs

Many customers adopt a rollout program in their enterprises in which users are progressively migrated from Lync 2010 to Lync 2013. Administrators at these companies will want to monitor both versions of Lync Server to help ensure that all their users have the best Lync experience possible. For this scenario, Lync Server 2013 Management Pack supports a side-by-side migration path, or coexistence, with the Lync Server 2010 Management Pack.

In the Lync Server 2010 Management Packs, Lync Servers were discovered through the topology document stored with the Central Management store. In that configuration, a single machine would report the existence of all other Lync machines.

The management packs for Lync Server 2013 use machine-level discovery, in contrast to the central discovery mechanism used in Lync Server 2010. This means that each System Center agent discovers itself and reports its existence to System Center Operations Manager. Using machine-level discovery simplifies administration of your System Center infrastructure and also enables different versions of the Lync Server management packs—for example, management packs for Lync Server 2010 and for Lync Server 2013—to coexist more easily.
To support this migration, you must first update your existing Lync Server 2010 monitoring to avoid gaps in coverage. To do this, you must elect an existing Lync Server 2010 machine to service the Central Discovery script for the Lync Server 2010 Management Pack before upgrading your Lync Server Central Management store to Lync Server 2013.This is a four-step process which is detailed in the following sections:
Inform a Lync Server 2010 Machine to Run the Central Discovery Script
Override the Central Discovery Candidate in the Lync Server 2010 Management Pack
Verify that the New Central Discovery Candidate Was Picked Up
Inform a Lync Server 2010 Machine to Run the Central Discovery Script
To nominate a non-Central Management store machine (that is, Lync Server 2010 Front End Server) to service central discovery, you must create the following registry key on the non- Central Management store server:

HKLM\Software\Microsoft\Real-Time Communications\Health\CentralDiscoveryCandidate
The following steps will create this key:

1. Click Start and Run. Type regedit and click OK.

2. Navigate the folder structure by expanding HKEY_LOCAL_MACHINE, Software, Microsoft, Real-Time Communications, and Health.

Note: If the Health key is not present, right-click Real-Time Communications, point to New, and then click Key. When the new key is created, type Health, and then press ENTER.
3. Right-click the Health key, click New, and then click Key. When the new key is created, type CentralDiscoveryCandidate, and then press ENTER. You only need to create this blank registry key. You do not need to add any values to this key.
It may take the computer several hours to pick up this change. To force the change to take effect immediately, you must stop, and then restart, the Health Agent service. To restart the Health Agent service, complete the following steps on the Lync Server 2010 computer:
1. Click Start, click All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.
2. In the console window, type the following command, and then press ENTER:

Net stop HealthService

1. You will see the message, "The System Center Management service is stopping," followed by a second message that tells you that the service has been stopped. After the service has stopped, you can restart it by typing the following command and then pressing ENTER:

Net start HealthService
Override the Central Discovery Candidate in the Lync Server 2010 Management Pack

After informing a Lync Server 2010 that it should report about Lync 2010 servers, you will also need to inform the Lync Server 2010 Management Pack about this change.

To do this, you must create an override in the Lync Server 2010 Management Pack:

1. Launch the System Center Operations Manager Console.

2. Select Authoring from the Navigation Pane.

3. In the Authoring view, expand Management Pack Objects and click Object Discoveries.
4. In the refreshed pane, near the toolbars, select Change Scope….

5. Select a Target of LS Discovery Candidate and click OK.

6. Right-click the item with a Target of LS Discovery Candidate for Lync Server 2010, then click Overrides, click Override the Object Discovery, and click For all objects of class: LS Discovery Candidate.

7. In the Override Properties dialog box:

a. Select the Override box next to Central Discovery WatcherNode Fqdn.

b. Under Override Value and Effective Value, enter the fully qualified domain name (FQDN) of the machine that will be running the Central Discovery script.
c. Make sure that the corresponding check box under the Enforced column is selected.

d. Click OK.

After you have created the override, you must restart the health service on the Root Management Server by completing the following procedure on the Root Management Server:
1. Click Start, click All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.
2. In the console window, type the following command, and then press ENTER:

Net stop HealthService
3. You will see the message "The System Center Management service is stopping," followed by a second message that tells you that the service has been stopped. After the service has stopped, you can restart it by typing the following command and pressing ENTER:

Net start HealthService
Verify that the New Central Discovery Candidate Was Picked Up

Before upgrading Central Management store, make sure that the new Central Discovery Candidate is picked up by the Lync Server 2010 Management Pack by completing the following steps.
1. Launch the System Center Operations Manager Console.

2. In the Navigation pane, select Monitoring.

3. Expand Microsoft Lync Server 2010 Health.

4. Expand Topology Discovery.

5. Select Discovery State View.

There will be a row that contains a Path that specifies the fully qualified domain name (FQDN) of the new discovery candidate. This row also has a Healthy indicator in the LS Discovery Script column.
Importing the Lync Server 2013 Management Packs
You can extend the capabilities of System Center Operations Manager by installing management packs—software that dictates which items System Center Operations Manager can monitor, how those items should be monitored, and how alerts should be triggered and reported. Lync Server 2013 includes two System Center Operations Manager management packs that provide the following capabilities:

· The Component and User Management Pack  (Microsoft.LS.2013.Monitoring.ComponentAndUser.mp) tracks Lync Server issues recorded in event logs, registered by performance counters, or logged in the call detail records (CDRs) or the Quality of Experience (QoE) databases. For critical issues, System Center Operations Manager can be configured to immediately notify administrators through email, instant message, or SMS messaging. (SMS, or Short Message Service, is the technology used to send text messages from one mobile device to another.)

Note: For details about configuring Operations Manager notification, see "Configuring Notification" at http://go.microsoft.com/fwlink/p/?LinkID=268785&clcid=0x409.
· .The Active Monitoring Management Pack (Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp) proactively tests key Lync Server components, such as signing into to the system, exchanging instant messages, or making calls to a phone located on the public switched telephone network (PSTN). These tests are conducted by using the Lync Server synthetic transaction cmdlets. For example, the Test-CsIM cmdlet is used to simulate an instant messaging conversation between a pair of test users. If this simulated conversation fails, an alert is generated.

Importing the management packs is a crucial step. If the management packs are not imported, you will not be able to use Operations Manager to monitor Lync Server events or run Lync Server synthetic transactions. 

The Component and User Management Pack is used to monitor only Lync Server 2013. If you are in a coexistence scenario where both Lync Server 2013 and Lync Server 2010 are installed, you should continue to use the Lync Server 2010 management packs for your Lync Server 2010 computers.

Note:  Management packs for Lync Server 2010 include the Lync Server 2010 Monitoring Management Pack and the Lync Server 2010 Group Chat Monitoring Management Pack.

You can use one of the following tools  to import management packs:

· System Center Operations Manager: With this method, you use the Operations Manager to add monitoring for Lync Server.

· Operations Manager Shell: You can use the Operations Manager Shell to import directly, or to troubleshoot any issues that you encounter when you import management packs by using the System Center Operations Manager console.
Importing the Management Packs by Using System Center Operations Manager

1. Download the files Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp and Microsoft.LS.2013.Monitoring.ComponentAndUser.mp.
2. In System Center Operations Manager, click Administration.

3. In the Administration pane, right-click Management Packs, and then click Import Management Packs.

4. In the Select Management Packs dialog box, click Add, and then click Add from disk.

5. In the Online Catalog Connection dialog box, click Cancel to prevent Operations Manager from going online to see if any dependencies exist for the Lync Server management packs. If you are using System Center Operations Manager 2012, click No.

6. In the Select Management Packs to import dialog box, locate and select the files Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp and Microsoft.LS.2013.Monitoring.ComponentAndUser.mp, and then click Open. To select multiple files in the dialog box, click the first file, and then hold down the Ctrl key and click the subsequent files.

7. In the Select Management Packs dialog box, click Install. If you get an error message and installation fails, that typically means that the management pack files are in a folder protected by the Windows User Account Control. If this occurs, copy the files to a different folder, and then restart the import and installation process.

8. In the Select Management Packs dialog box, click Close. The import and installation process might require several minutes to complete.

Importing the Management Packs by Using the Operations Manager Shell
In general, it is easier to import the management packs by using the Operations Manager console. However, if an error occurs and the import fails, the console does not always provide adequate error reports. By comparison, the Operations Manager Shell provides detailed information. If you are using Operations Manager and you encounter issues when importing a management pack, import the pack by using the Operations Manager Shell. The information provided by Operations Manager Shell can help you determine why the import failed.

If you are using System Center 2007 R2, complete this procedure:

1. Click Start, click All Programs, click System Center Operations Manager 2007 R2, and then click Operations Manager Shell.

2. In Operations Manager Shell, type the following command at the command prompt, using the actual path to your copy of the file Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp, and then press ENTER:

	MPImport.exe D:\MP\Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp


3. After you import the first management pack, repeat the process, using the path to your copy of the file Microsoft.LS.2013.Monitoring.ComponentAndUser.mp:

	MPImport.exe D:\MP\Microsoft.LS.2013.Monitoring.ComponentAndUser.mp


4. Close the Operations Manager Shell.

If you are using System Center 2012, complete this procedure instead:

1. Click Start, click All Programs, click Microsoft System Center 2012, click Operations Manager, and then click Operations Manager Shell.

2. In Operations Manager Shell, type the following command at the command prompt, using the actual path to your copy of the file Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp, and then press ENTER:

	Import-SCOMManagementPack –FullName "D:\MP\ Microsoft.LS.2013.Monitoring.ActiveMonitoring.mp"


3. After you have imported the first management pack, repeat the process, using the path to your copy of the file Microsoft.LS.2013.Monitoring.ComponentAndUser.mp:

	Import-SCOMManagementPack –FullName "D:\MP\ Microsoft.LS.2013.Monitoring.ComponentAndUser.mp"



Configuring the Lync Server Computers that Will Be Monitored

Because Microsoft Lync Server 2013 does not use the Lync 2010 central discovery process, each Lync Server computer that you want to monitor must be able to self-report its existence to the management server. To enable this process, you must install the Operations Manager agent files on each of the computers to be monitored. After installing the agent files, you must configure the computer to act as a System Center proxy. Be sure that you have first installed and configured Lync Server on these computers before carrying out these procedures.
Installing a Certificate on a Watcher Node Located Outside the Perimeter Network
System Center Operations Manager agents running in a perimeter network (such as a Lync Edge Server), outside of the enterprise (such as an external synthetic transaction watcher node), or across an Active Directory trust boundary, may require the configuration of a System Center Operations Manager Gateway Server. This server role enables agents that do not have a trust relationship with the Root Management Server to raise alerts. For details, see "Managing Gateway Servers in Operations Manager 2007" at http://go.microsoft.com/fwlink/p/?LinkID=268703&clcid=0x409.
If you deploy an agent in one of these locations, you will also need to request and configure a certificate that enables the watcher node to send alerts to System Center Operations Manager. To simplify this process, the Operations Manager team has created a set of utilities that enable you to request and install the correct type of certificate on the watcher node computer. For details, and to download these utilities, see "Obtaining Certificates for Non-Domain Joined Agents Made Easy With Certificate Generation Wizard" at http://go.microsoft.com/fwlink/p/?LinkID=267421&clcid=0x409.
Installing the Operation Manager Agent Files
To install the Operations Manager agent files on the computer, complete the following steps. 

1. On your System Center setup media, double-click SetupOM.exe.

2. In the System Center Operation Manager setup wizard, click Install Operations Manager Agent.

3. In the System Center setup wizard, on the Welcome to the System Center Operations Manager Setup wizard page, click Next.

4. On the Destination Folder page, select the folder where the Operations Manager Agent files will be installed and click Next.

5. On the Management Group Configuration page, select Specify Management Group information and click Next.

6. On the Management Group Configuration page, type the name of your Operations Manager Management Group in the Management Group Name box, and then type the host name of your Operations Manager server (for example, atl-scom-001) in the Management Server box. If you changed the port number used by Operations Manager, enter the new port number in the Management Server Port box. Otherwise, leave the port at the default value of 5723, and then click Next.

7. On the Agent Action Account page, select Local System and click Next.

8. On the Microsoft Update page, select I don't want to use Microsoft Update and click Next.

9. On the Ready to Install page, click Install.

10. On the Completing the System Center Operations Manager Setup wizard page, click Finish.

11. Click Exit.

If you are using System Center 2007 R2, you can verify that the agent has been created by clicking Start, clicking All Programs, clicking System Center Operations Manager 2007 R2, and then clicking Operations Manager Shell. In the Operations Manager Shell, type the following Windows PowerShell command, and then press ENTER:
	Get-Agent


A list of all your Operations Manager agents will appear.

If you are using System Center 2012, run this command from the Operations 2012 Manager Shell:

	Get-SCOMAgent


Configuring the Lync Server Computer to Participate in System Center Discovery
To make sure that your new Lync Server agent participates in the discovery process for System Center Operations Manager, you must complete the following procedure on each computer where the System Center Operations Manager console has been installed:

1. On the Administration tab, click Agent Managed.

2. Right-click the name of the computer, and then click Properties. In the Properties dialog box, on the Security tab, select Allow this agent to act as a proxy and discover managed objects on other computers, and then click OK.

After completing step 2, reboot the Health Agent service. (Rebooting the service will force discovery of the new machine. If you do not reboot the service, it could take as long as 4 hours before the new machine is discovered by System Center Operations manager.). After rebooting, verify that no error events are being recorded in the Operations Manager event log.
Installing and Configuring Watcher Nodes
Watcher nodes are computers that periodically run Lync Server synthetic transactions. Synthetic transactions are Windows PowerShell cmdlets that verify that key user scenarios, such as the ability to sign in  or to exchange instant messages, are working as expected. For Lync Server 2013, System Center Operations Manager can run the synthetic transactions shown in the following table, which includes three synthetic transaction types:

· Default. Synthetic transactions that a watcher node runs by default. When you create a new watcher node, you can specify which synthetic transactions that node will run. (That's the purpose of the Tests parameter used by the New-CsWatcherNodeConfiguration cmdlet.) If you do not use the Tests parameter when the watcher node is created, it will automatically run all the Default synthetic transactions and will not run any of the Non-default synthetic transactions. This means, for example, that the watcher node will be configured to run the Test-CsAddressBookService test, but will not be configured to run the Test-CsExumConnectivity test.

· Non-default. Tests that watcher nodes do not run by default. (For details, see the description of the Default type.) However, the watcher node can be enabled to run any of the Non-default  synthetic transactions. You can do this when you create the watcher node (by using the New-CsWatcherNodeConfiguration cmdlet), or any time after the watcher node has been created. Note that many of the Non-default synthetic transactions require extra setup steps. For details about these steps, see Special Setup Instructions for Synthetic Transactions.

· Extended. A special type of Non-default synthetic transaction. Unlike other synthetic transactions, Extended tests can be run multiple times during each pass. This is useful when verifying behavior, such as multiple public switched telephone network (PSTN) voice routes for a pool. You can configure this simply by adding multiple instances of an extended test to a watcher node.

For details about the process for adding other synthetic transactions to a watcher node,  see Configuring the Watcher Node to Run Synthetic Transactions. You can also use Lync Server Management Shell to remove synthetic transactions from a watcher node.

The synthetic transactions available to watcher nodes include the following:

	Cmdlet Name (Test Name)
	Description
	Synthetic Transaction Type

	Test-CsAddressBookService (ABS)
	Confirms that users are able to look up users who aren’t in their contact list.
	Default

	Test-CsAddressBookWebQuery (ABWQ)
	Confirms that users are able to look up users who aren’t in their contact list via HTTP.
	Default

	Test-CsAVConference (AvConference)
	Confirms that users are able to create and participate in an audio/video conference.
	Default

	Test-CsGroupIM (IM Conferencing)
	Confirms that users are able to send instant messages in conferences and participate in instant message conversations with three or more people.
	Default

	Test-CsIM (P2P IM)
	Confirms that users are able to send peer-to-peer instant messages.
	Default

	Test-CsP2PAV (P2PAV)
	Confirms that users are able to place peer-to-peer audio calls (signaling only).
	Default

	Test-CsPresence (Presence)
	Confirms that users are able to view other users’ presence.
	Default

	Test-CsRegistration (Registration)
	Confirms that users are able sign in to Lync.
	Default

	Test-CsPstnPeerToPeerCall (PSTN)
	Confirms that users are able to place and receive calls with people outside of the enterprise (PSTN numbers).
	Non-default, Extended

	Test-CsAVEdgeConnectivity
	Confirms that the Audio Video Edge servers are able to accept connections for peer-to- peer calls and conference calls.
	Non-default

	Test-CsDataConference (DataConference)
	Confirms that users can participate in a data collaboration conference (an online meeting that includes activities such as whiteboards and polls).
	Non-default

	Test-CsExumConnectivity (ExumConnectivity)
	Confirms that a user can connect to Exchange Unified Messaging (UM).
	Non-default

	Test-CsGroupIM –TestJoinLauncher (JoinLauncher)
	Confirms that users are able to create and join scheduled meetings (by a web address link).
	Non-default

	Test-CsMCXP2PIM (MCXP2PIM)
	Confirms that mobile device users are able to register and send instant messages.
	Non-default

	Test-CsPersistentChatMessage (PersistentChatMessage)
	Confirms that users can exchange messages by using the Persistent Chat service.
	Non-default

	Test-CsUnifiedContactStore (UnifiedContactStore)
	Confirms that a user's contacts can be accessed through the unified contact store. The unified contact store provides a way for users to maintain a single set of contacts that can be accessed by using Lync 2013, Microsoft Outlook® messaging and collaboration client, and/or Microsoft Outlook Web Access.
	Non-default

	Test-CsXmppIM (XmppIM)
	Confirms that an instant message can be sent across the Extensible Messaging and Presence Protocol (XMPP) gateway.
	Non-default


You do not need to install watcher nodes to use System Center Operations Manager. If you do not install these nodes, you can still get real-time alerts from Lync Server 2013 components whenever an issue occurs. (The Component and User Management Pack does not use watcher nodes.) However, watcher nodes are required if you want to monitor end-to-end scenarios by using the Active Monitoring Management pack.

Note: Administrators can also run synthetic transactions manually, without using or installing Operations Manager. Depending on the size of your Lync Server deployment, synthetic transactions can use a large amount of computer memory and processor time. Because of this, we recommend that you use a dedicated computer as a watcher node. For example, you should not configure a Lync Server Front End Server to act as a watcher node. Watcher nodes should meet the same basic hardware requirements as any other computer in your Lync Server topology.
Note: A legacy Lync Server 2010 watcher node cannot be collocated on the same machine as a Lync Server 2013 watcher node because the core system files for Lync Server 2013 and Lync Server 2010 cannot be installed on the same computer. However, Lync Server 2013 watcher nodes can simultaneously monitor both Lync Server 2013 and Lync Server 2010. Default synthetic transactions are supported for both product versions. 

Lync Server 2013 watcher nodes may be deployed inside or outside an enterprise to help verify:

· Connectivity to pools for users inside the enterprise.

· Connectivity through perimeter networks for remote users working outside the enterprise.

· Connectivity to branch office appliances.

· Connectivity to Lync Server 2010 inside the enterprise and through perimeter networks.

To help simplify administration, different authentication options are available for inside and outside of the enterprise. For details, see Configuring a Watcher Node to Run Synthetic Transactions.

To configure a computer to act as a watcher node, you must first complete the following prerequisites: 

· Install System Center Operation Manager and import the Lync Server 2013 management packs. You must also first verify that the watcher node computer meets all prerequisites for installing Lync Server 2013.
· Install the following items on the watcher node computer:

· The full version of .NET Framework 4.5

· Windows Identity Foundation

· Windows PowerShell 3.0

After the prerequisites are met, you can configure the watcher node by following these steps:

· Install the Lync Server 2013 core files on the watcher node computer.

· Install System Center Operations Manager agent on the watcher node computer.

· Run the Watchernode.msi executable file.

· Use the CsWatcherNodeConfiguration cmdlet to configure test user accounts to be employed by the watcher node.

Installing the Lync Server 2013 Core Files and the RTCLocal Database
To install the Microsoft Lync Server 2013 core files on a computer, complete the following procedure. The RTCLocal database will automatically be installed when you install the core files. Note that you do not need to install SQL Server on the watcher nodes. SQL Server Express Edition will be automatically installed.

To install the Lync Server 2013 core files and the RTCLocal database:

1. On the watcher node computer, click Start, click All Programs, click Accessories, right-click Command Prompt, and then click Run as administrator.

2. In the console window, type the following command and press ENTER. Be sure to enter the appropriate path to your Lync Server setup files: 

	D:\Setup.exe /BootstrapLocalMgmt


To verify that the core Lync Server components are successfully installed, click Start, click All Programs, click Microsoft Lync Server 2013, and then click Lync Server Management Shell. In the Lync Server 2013 Management Shell, type the following Windows PowerShell command and press ENTER:

Get-CsWatcherNodeConfiguration

Note: The first time you run this command, no data will be returned because you have not yet configured any watcher node computers. If the command runs without returning an error, you can assume that the Lync Server setup completed successfully. 
If your watcher node computer is located inside your perimeter network, you can run the following command to verify the installation of Lync Server 2013:
	Get-CsPinPolicy


You will receive information similar to this, depending on the number of PIN policies configured for use in your organization:

	Identity             : Global

Description          :

MinPasswordLength    : 5

PINHistoryCount      : 0

AllowCommonPatterns  : False

PINLifetime          : 0

MaximumLogonAttempts :


If you see information about your PIN policies, the core components have been successfully installed.

Installing the Operation Manager Agent Files on a Watcher Node
Similar the Lync Server setup for reporting component alerts, a Lync Server 2013 watcher node requires System Center Operations Manager agent files to be installed. This enables the synthetic transactions to be run and alerts to be reported to the System Center Operations Manager Root Management Server.

To install the agent files, follow the procedures listed in the following sections:

· Installing a Certificate on a Watcher Node Located Outside the Perimeter Network
· Installing the Operation Manager Agent Files
· Configuring the Lync Server Computer to Participate in System Center Discovery
Configuring a Watcher Node to Run Synthetic Transactions

After the System Center agent files have been installed, you must configure the watcher node itself. The steps you take to do this will vary, depending on whether your watcher node computer is inside your perimeter network or outside your perimeter network. 
When you configure a watcher node, you must also choose the type of authentication method to be employed by that node. Lync Server 2013 enables you to choose one of two authentication methods: Trusted Server or Credential Authentication. The following table shows the differences between these two methods:
Watcher Node Authentication Methods
	Configuration
	Description
	Locations supported

	Trusted Server
	Uses a certificate to impersonate an internal server and bypass authentication challenges.

Useful for administrators who prefer to manage a single certificate, instead of many user passwords on each watcher node.
	Inside the enterprise.
With this method, the watcher node must be in the same domain as the pools being monitored. If the watcher node and the pools are in different domains, use Credential Authentication instead.

	Credential Authentication
	Stores user names and passwords securely in Windows Credential Manager on each watcher node.

This mode requires more password management, but is the only option for watcher nodes outside the enterprise. These watcher nodes cannot be treated as an endpoint trusted for authentication.
	Outside the enterprise.
Inside the enterprise.


Configuring a Watcher Node to Use Trusted Server Authentication
If your watcher node computer lies inside the perimeter network, using Trusted Server authentication can greatly reduce administration tasks by maintaining a single certificate, rather than using numerous user account passwords.

To configure Trusted Server authentication, you must first create a trusted application pool to host the watcher node computer. After you’ve created the trusted application pool, you must then configure synthetic transactions on that watcher node to run as trusted applications.
Note:  A trusted application is an application that is given trusted status to run as part of Lync Server 2013, but is not a built-in part of the product. Trusted status means that the application will not be challenged for authentication each time it runs.

To create a trusted application pool, open the Lync Server 2013 Management Shell and run a command similar to this:
New-CsTrustedApplicationPool –Identity atl-watcher-001.litwareinc.com –Registrar atl-cs-001.litwareinc.com –ThrottleAsServer $True –TreatAsAuthenticated $True –OutboundOnly $False –RequiresReplication $True –ComputerFqdn atl-watcher-001.litwareinc.com –Site Redmond
Note: For details about the parameters in the preceding command, type the following from the Lync Server Management Shell prompt: 

Get-Help New-CsTrustedApplicationPool -Full | more
After creating the trusted application pool, you can then configure the watcher node computer to run synthetic transactions as a trusted application by using the New-CsTrustedApplication cmdlet and a command similar to this:

	New-CsTrustedApplication –ApplicationId STWatcherNode –TrustedApplicationPoolFqdn atl-watcher-001.litwareinc.com –Port 5061


When this command completes and the trusted application is created, you must then run the Enable-CsTopology cmdlet to make sure that the changes take effect:
	Enable-CsTopology


After running Enable-CsTopology, restart the computer.

To verify that the new trusted application has been created, type the following at the Lync Server Management Shell prompt:

	Get-CsTrustedApplication –Identity "atl-watcher-001.litwareinc.com/urn:application:STWatcherNode"


Configuring a Default Certificate on the Watcher Node

Each watcher node that uses TrustedServer authentication must have a Default certificate assigned by using the Lync Server Deployment wizard. 
To assign a Default certificate:

1. Click Start, click All Programs, click Microsoft Lync Server 2013, and then click Lync Server Deployment Wizard. 
2. In the Lync Server Deployment Wizard, click Install or Update Lync Server System, and then click Run under the heading Request, Install, or Assign Certificate.  
Note: If the Run button is disabled, you may need to first click Run under Install Local Configuration Store.
Do one of the following:
· If you already have a certificate that can be used as the Default certificate, click Default in the Certificate wizard, and then click Assign. Follow the steps in the Certificate Assignment wizard to assign that certificate.

· If you need to request a certificate for use the Default certificate, click Request, and then follow the steps in the Certificate Request wizard to request that certificate. If you use the default values for the Web Server certificate, you get a certificate that you can assign as the Default certificate.

Installing and Configuring a Watcher Node
After you have restarted the watcher node computer and configured a certificate, you must run the file Watchernode.msi. (You must run Watchernode.msi on any computer where both the Operations Manager agent files and the Lync Server 2013 core components are installed.) 
To install and configure a watcher node:

1. Open the Lync Server Management Shell by clicking Start, clicking All Programs, clicking Microsoft Lync Server 2013, and then clicking Lync Server Management Shell. 
2. In the Management Shell, type the following command and then press ENTER (be sure and specify the actual path to your copy of Watchernode.msi):
C:\Tools\Watchernode.msi Authentication=TrustedServer
Note: You can also run Watchernode.msi n from a command window. To open a command window, click Start, right-click Command Prompt, and then click Run as administrator. When the command window opens, type the same command shown in step 2, above.

Important: In the preceding command, the name/value pair Authentication=TrustedServer is case-sensitive. It must be typed exactly as shown. For example, this command will fail because it does not use the correct letter casing:

C:\Tools\Watchernode.msi authentication=trustedserver
TrustedServer mode can be used only with computers that lie inside the perimeter network. When a watcher node runs in TrustedServer mode, administrators do not have to maintain test user passwords on the computer.

Configuring a Watcher Node to Use Credential Authentication
If your watcher node computer lies outside the perimeter network then you must follow a slightly different procedure in order to configure that watcher node to run synthetic transactions: in particular, you should not create a trusted application pool or a trusted application. That means that you will need to complete two separate tasks:

· Update the membership in the computer's RTC Local Read-only Administrators Group

· Install the watcher node configuration files

Updating Membership in the RTC Local Read-Only Administrators Group

If your watcher node lies outside the perimeter network, you must add the Network Service account to the RTC Local Read-only Administrators group on the watcher node computer by completing the following procedure on the watcher node:

1. Click Start, right-click Computer, and then click Manage.

2. In Server Manager, expand Configuration, expand Local Users and Groups, and then click Groups.

3. In the Groups pane, double-click RTC Local Read-only Administrators.

4. In the RTC Local Read-only Administrators Properties dialog box, click Add.

5. In the Select Users, Computers, Service Accounts, or Groups dialog box, click Locations.

6. In the Locations dialog box, select the name of the watcher node computer, and then click OK.

7. In the Enter object names to select box, type Network Service, and then click OK.

8. In the RTC Local Read-only Administrators Properties dialog box, click OK, and then close Server Manager.

You must then restart the watcher node computer.
Installing the Watcher Node Configuration Files

Your next step is to run the file Watchernode.msi: 
1. Open the Microsoft Lync Server 2013 Management Shell. Click Start, click All Programs, click Microsoft Lync Server 2013, and then click Lync Server Management Shell. 
2. In Lync Server Management Shell, type the following command, and then press ENTER (be sure to specify the actual path to your copy of Watchernode.msi):

c:\Tools\Watchernode.msi Authentication=Negotiate

Note: As mentioned previously, Watchernode.msi can also be run from a command window. To open a command window, click Start, right-click Command Prompt, and then click Run as administrator. When the command window opens, type the same command shown in step 2, above.

The Negotiate mode is used any time the watcher node cannot be set up as a trusted application pool. In this mode, administrators will need to manage test user passwords on the watcher node.

Configuring Watcher Node Test Users and Configuration Settings
After configuring the computer that will act as a watcher node, you must:

1. Create the test accounts to be used by these watcher nodes. If you are using the Negotiate authentication method, you must also use the Set-CsTestUserCredential cmdlet to enable these test accounts for use on the watcher node.
2. Update the watcher node configuration settings.
This section covers the following procedures:

Configuring Test User Accounts
Configuring a Basic Watcher Node with the Default Synthetic Transactions
Configuring Extended Tests
Adding and Removing Synthetic Transactions
Viewing and Testing the Watcher Node Configuration
Configuring Test User Accounts

Test accounts do not need to represent actual people, but they must be valid Active Directory accounts. In addition, these accounts must be enabled for Microsoft Lync Server 2013, they must have valid SIP addresses, and they should be enabled for Enterprise Voice (to use the Test-CsPstnPeerToPeerCall synthetic transaction). If you are using the TrustedServer authentication method,  all you need to do is to make sure that these accounts exist and configure them as noted. You should assign at least three test users for each pool that you want to test.

If you are using the Negotiate authentication method, you must also use the Set-CsTestUserCredential cmdlet and the Lync Server Management Shell to enable these test accounts to work with the synthetic transactions. Do this by running a command similar to the following (these commands assume that the three Active Directory user accounts have been created and that these accounts are enabled for Lync Server 2013):

	Set-CsTestUserCredential –SipAddress "sip:watcher1@litwareinc.com" –UserName "litwareinc\watcher1" –Password "P@ssw0rd"

Set-CsTestUserCredential –SipAddress "sip:watcher2@litwareinc.com" –UserName "litwareinc\watcher2" –Password "P@ssw0rd"

Set-CsTestUserCredential –SipAddress "sip:watcher3@litwareinc.com" –UserName "litwareinc\watcher3" –Password "P@ssw0rd"


You must include not only the SIP address, but also the user name and password. If you do not include the password, the Set-CsTestUserCredential cmdlet will prompt you to enter that information. The user name can be specified by using the domain name\user name format shown in the preceding code block, or by using this format: user name@domain name. For example:

	-UserName "watcher3@litwareinc.com"


To verify that the test user credentials were created, run these commands from the Lync Server Management Shell:

	Get-CsTestUserCredential -SipAddress "sip:watcher1@litwareinc.com"

Get-CsTestUserCredential -SipAddress "sip:watcher2@litwareinc.com"

Get-CsTestUserCredential -SipAddress "sip:watcher3@litwareinc.com"


Information similar to this will be returned for each user:

	UserName                        Password

--------                        --------

Litwareinc\watcher1              System.Security.SecureString



Configuring a Basic Watcher Node with the Default Synthetic Transactions
After the test users have been created, you can create a watcher node by using a command similar to this:

New-CsWatcherNodeConfiguration –TargetFqdn "atl-cs-001.litwareinc.com" –PortNumber 5061 –TestUsers @{Add= "sip:watcher1@litwareinc.com","sip:watcher2@litwareinc.com", "sip:watcher3@litwareinc.com"}
This command creates a new watcher node that uses the default settings and runs the default set of synthetic transactions. The new watcher node also uses the test users watcher1@litwareinc.com, watcher2@litwareinc.com, and watcher3@litwareinc.com. If the watcher node uses TrustedServer authentication, the three test accounts can be any valid user accounts enabled for Active Directory and Lync Server. If the watcher node uses the Negotiate authentication method, these user accounts must also be enabled for the watcher node by using the Set-CsTestUserCredential cmdlet.
Configuring Extended Tests

If you want to enable the PSTN test, which verifies connectivity with the public switched telephone network, you need to do some additional configuration when setting up the watcher node. First, you must associate your test users with the PSTN test type by running a command similar to this from the Lync Server Management Shell:

	$pstnTest = New-CsExtendedTest –TestUsers "sip:watcher1@litwareinc.com", "sip:watcher2@litwareinc.com", "sip:watcher3@litwareinc.com"  –Name "Contoso Provider Test" –TestType PSTN


Note: The results of this command must be stored in a variable. In this example, the variable is named $pstnTest.

Next, you can use the New-CsWatcherNodeConfiguration cmdlet to associate the test type (stored in the variable $pstnTest) to a Lync Server 2013 pool. For example, the following command creates a new watcher node configuration for the pool atl-cs-001.litwareinc.com, adding the three test users created previously, and adding the PSTN test type:

	New-CsWatcherNodeConfiguration –TargetFqdn "atl-cs-001.litwareinc.com" –PortNumber 5061 –TestUsers @{Add= "sip:watcher1@litwareinc.com","sip:watcher2@litwareinc.com", "sip:watcher3@litwareinc.com"} –ExtendedTests @{Add=$pstnTest}


The preceding command will fail if you have not installed the Lync Server core files and the RTCLocal database on the watcher node computer. 
To test multiple voice policies, you can create an extended test for each policy by using the New-CsExtendedTest cmdlet. The users provided should be configured with the desired voice policies. The extended tests are passed to the New-CsWatcherNodeConfiguration cmdlet by using comma-delimiters, such as:

–ExtendedTests @{Add=$pstnTest1,$pstnTest2,$pstnTest3}
Because the New-CsWatcherNodeConfiguration cmdlet was called without using the Tests parameter, only the Default synthetic transactions (and the specified extended synthetic transaction) will be enabled for the new watcher node. Therefore, the watcher node will test the following components:

· Registration

· IM

· GroupIM

· P2PAV (peer-to-peer audio/video sessions)

· AvConference (audio/conferencing)

· Presence

· ABS (Address Book service)

· ABWQ (Address Book web service)

· PSTN (PSTN gateway calls, specified as an extended test. By default PSTN is disabled; the test is enabled in this case only because the command enabled PSTN by using the ExtendedTests parameter.)
 The following components will not be tested by default:

· AVEdgeConnectivity

· MCXP2PIM (mobile device instant messaging)

· ExumConnectivity (Exchange Unified Messaging)

· JoinLauncher

· PersistentChatMessage

· DataConference

· XmppIM

· UnifiedContactStore

Adding and Removing Synthetic Transactions

After a watcher node has been configured, you can use the Set-CsWatcherNodeConfiguration cmdlet to add or remove synthetic transactions from the node. For example, to add the PersistentChatMessage test to the watcher node, use the Add method and a command similar to this:

	Set-CsWatcherNodeConfiguration –Identity "atl-cs-001.litwareinc.com" –Tests @{Add="PersistentChatMessage"}


Multiple tests can be added by separating the test names by using commas. For example:

	Set-CsWatcherNodeConfiguration –Identity "atl-cs-001.litwareinc.com" –Tests @{Add="PersistentChatMessage","DataConference","UnifiedContactStore"}


An error will occur if one or more of these tests (for example, DataConference) has already been enabled on the watcher node. In this case, you will receive an error message similar to the following:

Set-CsWatcherNodeConfiguration : There is a duplicate key sequence 'DataConference' for the 'urn:schema:Microsoft.Rtc.Management.Settings.WatcherNode.2010:TestName' key or unique identity constraint.

When this error occurs, no changes will be applied.  The command should be re-run with the duplicate test removed.

To remove a synthetic transaction from a watcher node, use the Remove method. For example, this command removes the ABWQ test from a watcher node:

	Set-CsWatcherNodeConfiguration –Identity "atl-cs-001.litwareinc.com" –Tests @{Remove="ABWQ"}


You can use the Replace method to replace all the currently-enabled tests with one or more new tests. For example, if you want a watcher node only to run the IM test, you can configure that by using this command:

Set-CsWatcherNodeConfiguration –Identity "atl-cs-001.litwareinc.com" –Tests @{Replace="IM"}
When you run this command, all synthetic transactions on the specified watcher node will be disabled except for IM.

Viewing and Testing the Watcher Node Configuration

If you want to view the tests that have been assigned to a watcher node, use a command similar to this:

	Get-CsWatcherNodeConfiguration –Identity "atl-cs-001.litwareinc.com" | Select-Object –ExpandProperty Tests


This command will return information similar to this, depending on the synthetic transactions that have been assigned to the node:

	Registration

IM

GroupIM

P2PAV

AvConference

Presence

PersistentChatMessage

DataConference
Tip: To view the synthetic transactions in alphabetical order, use this command instead: 

Get-CsWatcherNodeConfiguration –Identity "atl-cs-001.litwareinc.com" | Select-Object –ExpandProperty Tests | Sort-Object


	To verify that a watcher node has been created, type the following command from the Lync Server Management Shell:
Get-CsWatcherNodeConfiguration


You will get back information similar to this:

	Identity      : atl-cs-001.litwareinc.com

TestUsers     : {sip:watcher1@litwareinc.com, sip:watcher2@litwareinc.com ...}

ExtendedTests : {TestUsers=IList<System.String>;Name=PSTN Test; Te...}

TargetFqdn    : atl-cs-001.litwareinc.com

PortNumber    : 5061


To verify that the watcher node has been configured correctly, type the following command from the Lync Server Management Shell:

	Test-CsWatcherNodeConfiguration


This command will test each watcher node in your deployment and confirm whether the following actions are completed:

· The required Registrar role is installed

· The required registry key is created (completed when you ran the Set-CsWatcherNodeConfiguration cmdlet)
· Your servers are running the correct version of Lync Server

· Your ports are configured correctly

· Your assigned test users have the required credentials

Managing Watcher Nodes
In addition to modifying the synthetic transactions that are executed on a watcher node, you can also use the Set-CsWatcherNodeConfiguration cmdlet to carry out two other important tasks: enabling and disabling the watcher node, and configuring the watcher node to use either internal Web URLs or external Web URLs when running its tests.
By default, watcher nodes are designed to periodically run all their enabled synthetic transactions. At times, however, you may want to suspend those transactions. For example, if the watcher node is temporarily disconnected from the network, then there is no reason to run the synthetic transactions. Without network connectivity, those transactions will fail. To temporarily disable a watcher node, run a command similar to this from the Lync Server Management Shell:
Set-CsWatcherNodeConfiguration –Identity "atl-watcher-001.litwareinc.com" –Enabled $False

This command will disable the execution of synthetic transactions on the watcher node atl‑watcher‑001.litwareinc.com. To resume execution of the synthetic transactions, set the Enabled property back to True ($True):

Set-CsWatcherNodeConfiguration –Identity "atl-watcher-001.litwareinc.com" –Enabled $True
Note: The Enabled property can be used to turn watcher nodes on or off. If you want to permanently delete a watcher node, use the Remove-CsWatcherNodeConfiguration cmdlet:

Remove-CsWatcherNodeConfiguration –Identity "atl-watcher-001.litwareinc.com"
That command removes all the watcher node configuration settings from the specified computer, which prevents that computer from automatically running synthetic transactions. However, the command does not uninstall the System Center agent files or the Lync Server 2013 system files.

By default, watcher nodes use an organization's external Web URLs when conducting tests. However, watcher nodes can also be configured to use the organization's internal Web URLs. This enables administrators to verify URL access for users located inside the perimeter network. To configure a watcher node to use internal URLs instead of external URLs, set the UseInternalWebURls property to True ($True):
Set-CsWatcherNodeConfiguration –Identity "atl-watcher-001.litwareinc.com" –UseInternalWebUrls $True
Resetting this property to the default value of False ($False) will cause the watcher to once again use the external URLs:

Set-CsWatcherNodeConfiguration –Identity "atl-watcher-001.litwareinc.com" –UseInternalWebUrls $False
Special Setup Instructions for Synthetic Transactions

Most synthetic transactions can run on a watcher node as-is. In most cases, as soon as the synthetic transaction is added to the watcher node configuration settings, the watcher node can begin using that synthetic transaction during its test passes. However, there are some synthetic transactions that require special setup instructions, as discussed in the following sections.
Data Conferencing Synthetic Transaction
If your watcher node computer is located outside your perimeter network, you will probably not be able to run the Data Conferencing Synthetic Transaction unless you first disable the Windows Internet Explorer® Internet browser proxy settings for the Network Service account by completing the following procedure:

1. On the watcher node computer, click Start, click All Programs, click Accessories, right‑click Command Prompt, and then click Run as administrator.

2. In the console window, type the following command and then press ENTER. 

bitsadmin /util /SetIEProxy NetworkService NO_PROXY
You will see the following message displayed in the command window:

BITSAdmin is deprecated and is not guaranteed to be available in future versions of Windows. Administration tools for the BITS service are now provided by BITS PowerShell cmdlets.

Internet proxy settings for account NetworkService set to NO_PROXY. 

(connection = default)

This message indicates that you have disabled the Internet Explorer proxy settings for the Network Service account.
Exchange Unified Messaging Synthetic Transaction
The Exchange Unified Messaging (UM) synthetic transaction verifies that test users can connect to voicemail accounts homed in Exchange.

The test users will need to be preconfigured with voicemail accounts.  
Persistent Chat Synthetic Transaction

To use the Persistent Chat synthetic transaction, you must first create a channel and give the test users permissions to use it.

You can use the Persistent Chat synthetic transaction to configure this channel: 
$cred1 = Get-Credential "contoso\testUser1"

$cred2 = Get-Credential "contoso\testUser2"

Test-CsPersistentChatMessage -TargetFqdn pool0.contoso.com -SenderSipAddress sip:testUser1@contoso.com -SenderCredential $cred1 -ReceiverSipAddress sip:testUser2@contoso.com -ReceiverCredential $cred2 -TestUser1SipAddress sip:testUser1@contoso.com -TestUser2SipAddress sip:testUser2@contoso.com -Setup $true
You must run this setup task must be run from inside the enterprise:
· If run from a non-server machine, the user who executes the cmdlet must be a member of the CsPersistentChatAdministrators role for Role-Based Access Control (RBAC).

· If run from the server itself, the user who executes the cmdlet must be a member of the RTCUniversalServerAdmins group.

PSTN Peer-to-Peer Call Synthetic Transaction

The Test-CsPstnPeerToPeerCall synthetic transaction verifies the ability to place and receive calls through a public switched telephone network (PSTN).

To run this synthetic transaction, you must configure:

· Two UC-enabled test users (a caller and a receiver).

· Direct Inward Dialing (DID) numbers for each user account.

· VoIP Policies and Voice routes that allow calls to the receiver’s number to reach the PSTN gateway.

· A PSTN gateway that accepts call and media that will route calls back to a receiver’s home pool, based on the number dialed.

Unified Contact Store Synthetic Transaction
The Unified Contact Store synthetic transaction verifies the ability of Lync Server 2013 to retrieve contacts on behalf of a user from Exchange.

To use this synthetic transaction, the following conditions must be met:

· Lyss-Exchange server to server authentication must be configured.
· Test users must have a valid Exchange mailbox.

After these conditions are met, you can run the following Windows PowerShell cmdlet to migrate the test users’ contact lists to Exchange:

Test-CsUnifiedContactStore -TargetFqdn pool0.contoso.com -UserSipAddress sip:testUser1@contoso.com -RegistrarPort 5061 -Authentication TrustedServer –Setup

It may take some time for the test user contact lists to migrate to Exchange.  To monitor the migration progress, the same command-line can be run without the –Setup flag:

Test-CsUnifiedContactStore -TargetFqdn pool0.contoso.com -UserSipAddress sip:testUser1@contoso.com -RegistrarPort 5061 -Authentication TrustedServer
This command line will succeed after migration is completed.
XMPP Synthetic Transaction
The Extensible Messaging and Presence Protocol (XMPP) IM synthetic transaction requires that you configure the XMPP feature with one or more federated domains.

To enable the XMPP synthetic transaction, you must provide an XmppTestReceiverMailAddress parameter with a user account at a routable XMPP domain.  For example:
Set-CsWatcherNodeConfiguration -Identity pool0.contoso.com -Tests @{Add="XmppIM"} -XmppTestReceiverMailAddress user1@litwareinc.com
In this example, a Lync Server 2013 rule will need to exist to route messages for litwareinc.com to an XMPP gateway.

Using Rich Logging for Synthetic Transactions
In Lync Server 2010, synthetic transactions proved extremely useful in helping to identify issues with the system. For example, the Test-CsRegistration cmdlet could alert administrators to the fact that users were having difficulty registering with Lync Server. However, the synthetic transactions were less useful in helping determine the actual cause, because they did not provide detailed logging information. At best, synthetic transaction output provided information that might enable you to make an educated guess.

In Lync Server 2013, synthetic transactions have been restructured to provide rich logging. With rich logging, for each activity that a synthetic transaction undertakes, the following information is recorded:

· The time that the activity started.
· The time that the activity finished.
· The action that was performed (for example, creating, joining, or leaving a conference; signing on to Lync Server; sending an instant message).
· Informational, verbose, warning, or error messages generated when the activity ran

· SIP registration messages.
· Exception records or diagnostic codes generated when the activity ran.
· The net result of running the activity.
This information is automatically generated each time a synthetic transaction is run, but is not automatically displayed or saved to a log file. If you are manually running a synthetic transaction, you can use the OutLoggerVariable parameter to specify a Windows PowerShell variable in which the information will be stored. From there, you have the option of using one of two methods to save and/or view error messages in the rich log in either XML or HTML format. 
For example, in Lync Server 2010, you can run the Test-CsRegistration cmdlet by using a command similar to this one:

	Test-CsRegistration -TargetFqdn atl-cs-001.litwareinc.com


In Lync Server 2013, this command will work as-is. However, in Lync Server 2013 you also have the option of including the OutLoggerVariable parameter, followed by a variable name that you choose:

	Test-CsRegistration -TargetFqdn atl-cs-001.litwareinc.com -OutLoggerVariable RegistrationTest

Note:  Do not preface the variable name with the $ character. Use a variable name such as RegistrationTest (not $RegistrationTest).




When you run this command, you will see output similar to this:

	Target Fqdn   : atl-cs-001.litwareinc.com

Result        : Failure

Latency       : 00:00:00

Error Message : This machine does not have any assigned certificates.

Diagnosis     :


You can access much more detailed information for this failure than just the error message shown here. To access this information in HTML format, use a command similar to this one to save the information stored in the variable RegistrationTest to an HTML file:

	$RegistrationTest.ToHTML() | Out-File C:\Logs\Registration.html


Alternatively, you can use the ToXML() method to save the data to an XML file:

	$RegistrationTest.ToXML() | Out-File C:\Logs\Registration.xml


You can view these files by using Windows Internet Explorer, Microsoft Visual Studio, or any other application capable of opening HTML/XML files.
Synthetic transactions run from inside of System Center Operations Manager will automatically generate these log files for failures. These logs will not be generated if the execution fails before Lync Server PowerShell is able to load and run the synthetic transaction. 
Important: By default, Lync Server 2013 saves log files to a folder that is not shared. To make these logs readily accessible, you should share this folder. For example: \\atl-watcher-001.litwareinc.com\WatcherNode.

Best Practice: Create a Management Pack for Customizations

By default, Operations Manager saves all customizations, such as overrides to the Default Management Pack. As a best practice, you should create a separate management pack for each sealed management pack that you want to customize. 

When you create a management pack for storing customized settings for a sealed management pack, we recommend naming the new management pack appropriately, such as "Lync Server 2013 Customizations."
Creating a new management pack for storing customizations of each sealed management pack makes it easier to export the customizations from a test environment to a production environment. This also makes it easier to delete a management pack, because you must delete any dependencies before you can delete a management pack. If customizations for all management packs are saved in the Default Management Pack and you need to delete a single management pack, you must first delete the Default Management Pack, which also deletes customizations to other management packs.
Links

The following links connect you to information about common tasks that are associated with System Center Monitoring Packs:

Administering the Management Pack Life Cycle (http://go.microsoft.com/fwlink/?LinkId=211463)

How to Import a Management Pack in Operations Manager 2007 (http://go.microsoft.com/fwlink/?LinkID=142351)

How to Monitor Using Overrides (http://go.microsoft.com/fwlink/?LinkID=117777)

How to Create a Run As Account in Operations Manager 2007 (http://go.microsoft.com/fwlink/?LinkID=165410)

How to Modify an Existing Run As Profile (http://go.microsoft.com/fwlink/?LinkID=165412)

How to Export Management Pack Customizations (http://go.microsoft.com/fwlink/?LinkId=209940)

How to Remove a Management Pack (http://go.microsoft.com/fwlink/?LinkId=209941)

For questions about Operations Manager and monitoring packs, see the System Center Operations Manager community forum (http://go.microsoft.com/fwlink/?LinkID=179635).

A useful resource is the System Center Operations Manager Unleashed blog (http://opsmgrunleashed.wordpress.com/), which contains “By Example” posts for specific monitoring packs. 

For additional information about Operations Manager, see the following blogs: 

Operations Manager Team Blog (http://blogs.technet.com/momteam/default.aspx)

Kevin Holman's OpsMgr Blog (http://blogs.technet.com/kevinholman/default.aspx)

Thoughts on OpsMgr (http://thoughtsonopsmgr.blogspot.com/)

Raphael Burri’s blog (http://rburri.wordpress.com/)

BWren's Management Space (http://blogs.technet.com/brianwren/default.aspx)

The System Center Operations Manager Support Team Blog (http://blogs.technet.com/operationsmgr/)

Ops Mgr ++ (http://blogs.msdn.com/boris_yanushpolsky/default.aspx)

Notes on System Center Operations Manager (http://blogs.msdn.com/mariussutara/default.aspx)
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Important 

All information and content on non-Microsoft sites is provided by the owner or the users of the website. Microsoft makes no warranties, express, implied, or statutory, as to the information at this website.
Appendix 1: Using Microsoft SQL Server 2008 R2 as Your System Center Operations Manager Database

To use Microsoft SQL Server 2008 R2 as your back-end database, complete the steps detailed in this Appendix.

Configuring SQL Server 2008 R2 and SQL Server Reporting Services

Before you install System Center Operations Manager, you must make two changes to your SQL Server 2008 R2 and your SQL Server Reporting Services configuration. (These changes are required only if you are using SQL Server 2008 R2 as your Operations Manager database.) First, do the following on the computer that will host your Operations manager database:

1. Click Start and then click Run.

2. In the Run dialog box, type C:\Program Files\Microsoft SQL Server\ MSRS10_50.ARCHINST\Reporting Services\ReportServer and then press ENTER.

3. In the ReportServer folder, open the file rsreportserver.config in Notepad or any other text editor.

4. Near the beginning of the file you will see a series of "Add Key" nodes. Find the entry that begins <Add Key="SecureConnectionLevel" and set the value to 0:

<Add Key="SecureConnectionLevel" Value="0"/>

5. Save the file rsreportserver.config, and then close your text editor.

After updating the Report Server configuration file, you must assign the correct certificate to SQL Server Reporting Services:

1. Click Start, click All Programs, click Microsoft SQL Server 2008 R2, click Configuration Tools, and then click Reporting Services Configuration Manager.

2. In the Reporting Services Configuration Connection dialog box, make sure that the name of your server appears in the Server Name box. Select the instance of SQL Server that will host your Operations Manager database (for example, ARCHINST) from the Report Server Instance drop-down list, and then click Connect.

3. In Reporting Services Configuration Manager, click Web Service URL.

4. On the Web Service URL page, select the certificate that will be used for your Reporting Services from the SSL Certificate drop-down list, and then click Apply.

5. After a few seconds, you will see a pair of URLs listed under Report Server Web Service URLs:
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6. Click both the URLs to verify that you can access SQL Server Reporting Services.

7. Close Reporting Services Configuration Manager.

Creating a System Center Operations Manager Database for Use with SQL Server 2008 R2

If you want to configure System Center Operations Manager to use a SQL Server 2008 R2 database, you will need to manually create the Operations Manager database on the computer running SQL Server 2008 R2. (Again, these steps are not required if you are using SQL Server 2005 or SQL Server 2008 as your back-end database.)

To manually create an Operations Manager database:

1. On the System Center 2007 R2 Operations Manager setup media, in the SupportTools\AMD64 folder, double-click DBCreateWizard.exe.

2. In the Database Configuration Wizard, on the Welcome to the Database Configuration Wizard page, click Next.

3. On the Database Information page, leave all the settings as-is, and click Next.

4. On the Management Group Configuration page, type a name for your Management Group (for example, Lync Server Monitoring) in the Management Group name box, and then click Next.

5. On the Operations Manager Error Reports page, click Next.

6. On the Summary page, click Finish.
Creating a System Center Operations Manager Data Warehouse for Use with SQL Server 2008 R2

Microsoft Lync Server 2013 ships with three new System Center Operation Manager reports:

· End to End Scenario Availability Report. This report details the availability/uptime for key Lync Server services, such as registration or presence.

· Capacity Report. Using performance counter information, this report shows trends for system components such as memory availability and processor usage.

· Component Report. This report lists the top alert generators grouped by Lync Server component.

To use these new reports, you must install a System Center Operations Manager data warehouse.  (A data warehouse provides for long-term storage of operations data.) To use a data warehouse with SQL Server 2008 R2, you must perform the following steps on the computer that hosts your SQL Server database:

1. On the System Center Operations Manager setup media, in the Setup\SupportTools\AMD64 folder, double-click DBCreateWizard.exe.

2. In the Database Configuration Wizard, on the Welcome to the Database Configuration Wizard page, click Next.

3. On the Database Information page, select Operations Manager Data Warehouse Database from the Database Type drop-down list, and then click Next.

4. On the Summary page, click Finish.

Installing the System Center Operations Manager Console

The Operations Manager console is the primary tool used to manage System Center Operations Manager. Before you install the Operations Manager console, make sure that you have installed a supported version of SQL Server along with the SQL Server Reporting Service. We recommend that you run SQL Server's Reporting Services Configuration Manager to verify that the Reporting Service has been correctly installed and configured.

To install the System Center Operations Manager console:

1. On the System Center Operations Manager setup media, double-click SetupOM.exe.

2. In System Center Operations Manager 2007R2  Setup, click Check Prerequisites.
3. In the System Center Operations Manager Prerequisite Viewer, select the System Center components to be installed—Server, Console, and PowerShell—and then click Check. Verify that no blocking issues have been reported, and then click Close. If a blocking issue is reported, fix the issue, and then click Check to re-run the prerequisite testing.

4. In System Center Operations Manager Setup , click Install Operations Manager.

5. In the System Center Operations Manager Setup wizard, on the Welcome to the System Center Operations Manager Setup Wizard page, click Next.

6. On the End-User License Agreement page, select I accept the terms in the license agreement and click Next.

7. On the Product Registration page, type your name in the User Name box and name of your organization in the Organization box. Type your System Center Operation Manager product key in the Enter your 25 digit CD Key box, and then click Next.

8. On the Custom Setup page, select the System Center options to be installed, and then click Next. You should configure Management Server, User Interfaces, and Web Console to be installed. Database should not be installed. On the SC Database Server Instance page, verify that the name of the computer where the Operations Manager databases are installed appears in the System Center Database Server box. Click Next.

9. On the Management Server Action Account page, select Domain or Local Computer Account, and then enter the appropriate values in the User Account, Password, and Domain or local computer boxes. Click Next.

10. On the SDK and Config Service Account page, select Domain or Local Computer Account, and then enter the appropriate values in the User Account, Password, and Domain or local computer boxes. Click Next.

11. On the Operations Manager Error Reports page, click Next.

12. On the Customer Experience Improvement Program page, click Next.

13. On the Ready to Install the Program page, click Install.

14. On the Completing the System Center Operations Manager Setup page, clear the Backup Encryption Key and Start the console check boxes, and then click Finish.

15. In System Center Operations Manager Setup, click Exit.
Installing System Center Reporting Services

After installing and configuring the System Center Operations Manager console, you must install System Center Reporting Services. If you are using Microsoft SQL Server 2008 R2 as your Operations Manager back-end database, you must first make a temporary change to the security group that is associated with SQL Server Reporting Services by following these steps.

1. Click Start, point to Administrative Tools, and then click Server Manager.

2. In Server Manager, expand Configuration, expand Local Users and Groups, and then click Groups.
3. Locate the following group, where atl-sc-001 represents the name of the computer and ARCHINST represents the SQL Server instance for the System Center database:
SQLServerReportServerUser$atl-sc-001$MSRS10_50.ARCHINST.
4. Right-click the group, and then click Rename. Rename the group by deleting _50 from the group name. For example: 
SQLServerReportServerUser$atl-sc-001$MSRS10.ARCHINST.
5. Close Server Manager.

You are now ready to install System Center Reporting Services:

1. On the System Center Operations Manager 2007 R2 Setup media, double-click SetupOM.exe.

2. In System Center Operation Manager 2007 R2 Setup, click Install Operations Manager Reporting.

3. In the Operations Manager 2007 R2 Reporting Setup wizard, on the Welcome to Operations Manager Reporting Setup page, click Next.

4. On the End-user License Agreement page, select I accept the terms of the license agreement and click Next.

5. On the Product Registration page, make sure that your name and the name of your organization appear in the User Name and Organization boxes, and then click Next.

6. On the Custom Setup page, click Reporting Server and select This component, and all dependent components, will be installed on local disk drive. Click Data Warehouse, select This component will not be available, and then click Next.

7. On the Connect to the Root Management Server page, type the name of your Operations Manager root management server in the Root Management Server box, and then click Next.

8. On the Connect to the Operations Manager Data Warehouse page, type the instance of SQL Server where your data warehouse is located in the SQL Server Instance box. (If your data warehouse is located in the Default instance, type the server name; for example, atl-sql-001.) Verify that the database name OperationsManagerDW appears in the Name box, and that port 1433 appears in the SQL Server port box. Click Next.

9. On the SQL Server Reporting Instance page, select your SQL Server reporting server from the Enter the SQL Server Reporting Services Server drop-down list, and then click Next.

10. On the Data Warehouse Write Account page, in the User Account and Password boxes,  type the name and the password of the user who will initially be assigned write permissions to the data warehouse. Select the user's domain from the Domain drop-down list and click Next.

11. On the Data Reader Account page, in the User Account and Password boxes, type the name and password of the user account that will be used when SQL Reporting Services queries the data warehouse. Select the account domain from the Domain drop-down list and click Next.

12. On the Operational Data Reports page, click Next.

13. On the Microsoft Update page, click Next.

14. On the Ready to Install the Program page, click Install.

15. On the Completing the Operations Manager Reporting Components Setup Wizard page, click Finish.

16. In System Center Operation Manager 2007 R2 Setup, click Exit.
After System Center reporting has been installed, you can use the following procedure to reset the name of the security group associated with SQL Server reporting. Again, this procedure is required only if you are using Microsoft SQL Server 2008 R2:

1. Click Start, point to Administrative Tools, and then click Server Manager.

2. In Server Manager, expand Configuration, expand Local Users and Groups, and then click Groups.

3. Locate the following group, where atl-sc-001 represents the name of the computer and ARCHINST represents the SQL Server instance for the archiving and monitoring databases:
SQLServerReportServerUser$atl-sc-001$MSRS10.ARCHINST.

4. Right-click the group, and then click Rename. Rename the group by adding _50 to the end of the group name, right before the SQL Server instance name. For example: 
SQLServerReportServerUser$atl-sc-001$MSRS10_50.ARCHINST.

5. Close Server Manager.

If the System Center Operations Console is open, you will need to close the application and then restart it. if you do not restart, the Reporting tab will not appear in the Operations Console user interface. After restarting the Operations Console the first time, it may take several minutes before all the Lync Server Monitoring Reports appear on the Reporting tab.
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